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To proof my point: Autonomous Cloud Survey - hitps://dynatrace.ai/acsurvey
Commit Cycle Time
~80 Responses * # of Sprints vs # of Releases
* Dev to Ops Ratio 95th 2 Days
a * Commit Cycle Time
* Feature Lead Time
Q=
— * % of Bad Releases
0 50th 12.5 days
— * Mean Time to Repair (MTTR)
N
* Autonomous Operation Score
* Used Platforms & Tooling
. 10th 25 days
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To proof my point: Autonomous Cloud Survey - https://dynatrace.ai/acsurvey
Commit Cycle Time: From Dev to Pro
2 days
1 l i
<1day <1 week 1to 2 weeks 2to 3 weeks 3 to 4 weeks >4 weeks
95th Percentile
Small (11-100 employees) = Medium (101-1000 employees)
= Large (1001-5000 employees) Extra large (over 5000 employees)
5
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Verdict: The Majority is not “Cloud Native” (yet)
95th .
veorie | 2 days outof 10 O hotfixes hours
Median days| | 3 ouor 10 3 hotfixes 4.8 days
Code to Production Business Impacting Per Production MTTR
(Commit Cycle Time) Deployments Deployment (Mean Time to Repair)
Evaluate for yourself: https://dynatrace.ai/acsurvey
6
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Addressing the Key Differentiators with “Unbreakable Delivery Pipeline” Blueprint!

DN I L
('\ Automated Monitoring as a Pipeline Feature

'%93" Automate Quality (Shift-Left): Stopping bad code changes early and automated in the pipeline

N

" Automate Deployment (Shift-Right): Push “Monitoring as Code” for Auto Validation & Auto-Alerting

@ Automate Operations (Self-Healing): Auto-Mitigate bad deployments in production

7
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Unbreakable Delivery Pipeline Blueprint in Action
, , , : >
m Staging m Approve Staging 3 | Production m Approve Production |i|
=)r =)r
cleo) mmp (clco) YfoJr mp (cico) mmp (a0 Py mm)
1 @ [4 1 ® [4
Push Context Auto-Quality Gate Push Context Auto-Validate @
| | | suid#s | = (.
[SEr—— - T
A e L ! /l:llllllll
p
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@KeyBank: Blueprinting Workshop
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feature

Env:DEV

lTF feature dev  master

Per Commit

Unit Tests
API Tests
S5min Perf Unit Tests

. | _push
6 push
: i Pull Request

Performance
Dependencies
- Resources
Daily
@

i Bi-Weekly

develop

Env:IT
u Env-Ready Check

Functional Tests
15min Load Tests

Performance
Dependencies
Resources
Security Checks

Unbreakable Pipeline applied at KeyBank with GitFlow

master

2h Load Tests

Quality Feedback

Performance

Resources

ChatOps
Chaos-Monkey
Self-Heal Validation

2ydynatrace
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master

Env:PROD

Env:PROD(PV)

Automaté Quality

Automaté Deployment

v J

Automate dperations

10
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Benefits of Unbreakable Continuous Delivery
Better Faster More Frequently

production incidents releases per year

§75%  §97% | $12:26

Early Regression Detection Automating Quality Gates Blue/Green & Self-Healing

T J L T J i T

Automate Quality Automate Deployment Automate Operations

11

Automate Monitoring

Monitoring as a Pipeline Feature
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Best Practices Rolling out Dynatrace OneAgent
Automate Rollout Automate Monitoring Automate Tags & Meta Data
[ 1 1 1 I 1 1
OPERATOR O [Environment]application: sockshop
FRAMEWORK v B
CLOUDFOUNDRY %
o) -
B q H g environment: staging service: shipping
v/ . S
8
R %
Avepet G B
C H E F E [Kubernetes]deployment: everest-8 Kubernetesldeploymentconfig: everest
©
@
[
=
o
u 6 < [AWS]Namespace: agrabner [AWS]Stage: workshop
g vorkshop-keptn01-cluster: owned
2
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Best Practice: Management Zones for Apps & Stages
® o = Intenet Banking V'

Application Overview

Services Overview

Edit management zone
Management zone name

Internet Banking

 Filter by rule name

Active Rule Tomeat idle Threads

Services tagged with ‘CLINTERNET BANKING' w0 P AR A
‘Web applications where Web application name equals ‘Mobile Online Banking Web' - & ol 1 00 e
Mobile applications where Mobile application name equals ‘Mobile Online Banking'

Web applications where Web application name equals ‘ibxqv1.key.com’

Web applications where Web application name equals 'ibxav2 key.com'
CActations

|

H“““W“‘H““HHM“
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Edit management zone

Management zone name

Key Navigator

Y Filter by rule name

Active Rule

@  services tagged with 'CLKEY NAVIGATOR' and tagged with ‘TLA:CXP'
@®  web applications where Web application name contains ‘keynav'
@®  Web applications where Web application name contains ‘cxp'

Best Practice: Management Zones for Apps & Stages

E o

Application Overview

i o
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Automated Quality Gates (Shift-Left)

Stopping bad code changes early and automated in the pipeline
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Shift-Left: Monitoring Specification as Code

Performance Signature

monspec

BuildPerformance

Analysis

AUtomatic Eeedback

Performance-driven Automatic Quality Gates

17
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Shift-Left: Performance Diagnostics as a Self-Service
E Top database statements Top web requests u Exception analysis
Analyze the most frequent and most expensive database statements in Understand and analyze which web requests are the most expensive and Understand and analyze all code-level exceptions in monitored server-side
monitored server-side applications. most frequently called. applications.
o emrerseerssssessssesessesssssresssrassss,  saaassssssssssssssssssssssssssssssssssses .
. .
i TestRun 5 :
1.5k -
1k
mEgEE
| 1 1}
ST i
LT i :...cansaanzanzilil:
, ® EnnmmnsE=z T ST ] ] Emmm
01:30 01:35 01:40 : E B H 0210 02:15 : 02:20 02:25 02:30 02:35 02:40 :
- N NN NN NN NN NN NN NN NN NN ENEEEEEEEEEEE L]
Distribution Top findings I
Active wait time Hlopls
0. -
N Ex Y Network 10 time +675 ms
18
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Automated Deployment (Shift-Right)

Push “Monitoring as Code” for Auto Validation & Auto-Alerting

2019.03.07

20

Smart auto-remediation workflow

m Code / Config Change m Production Issue

m Incident Response w Incident Resolved

m Deployment on CheckDestination

Entity

Time
Approver
Build Number
@]

Git commit
Owner
Project
Remediation
Source
Version

2018-01-23 09:00 A

CheckDestination

today, 09:00 - 09:00 ()

Alice McBright (alice.mcbright@easytravel.com)
1.223.23432

http://a-tower.local/job/DeployJob/38/artifact/build/Deployment-v1.23.321.zip
e5a6baac7eb

Jason Miller (jason.miller@easytravel.com)

CheckDestination

http:/a-tower.local/job/Remediate)ob/38/
ServiceNow
1.23.321
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Automated Operations (Self-Healing)

Auto-Mitigate bad deployments in produ

Smart auto-remediation workflow

2ydynatrace
Perform

m Code / Config Change m Production Issue m Incident Response w Incident Resolved

9 www.easytravelb2b.com: User action duration degradation
Problem 197 detected at 07:57 (open for 12 minutes).
This problem affects real users.

Affected Recovered Monitored

Applications 1 - 15
a P
E Services 3 = 105

following potential impact.

87,837,750
E] rastructure components 1 - 845 Dependencies analyzed
Business impact analysis Root cause
An analysis of all affected service calls and impacted real users during the first 10 minutes of the problem shows the Based on our dependency analysis all incidents have the same root cause.

CheckDestination

1.4k

@ itected senvice calls

v Show more 1 Deployment

Destination v1.23.321

Build Number

www.easytravelb2b.com a http.
Application Git commit
Owner
User action duration degradation Project

The current response time (2515) exceeds the auto-detected baseline (168 ) by 1,395 % Remediation

Source

Affected user actions User action
28/mio " Version

X X i Entity CheckDestination
1impacted application Time today, 09:00 - 09:00 (-)
128 User actions per minute impacted Approver Alice McBright (alice.mcbright@easytravel.com)

job/Deploylob/38/artifact/build/Deployment-v1.23.321.2ip

1223.23432

esabbaacTeb
Jason Miller (jason.miller@easytravel.com)
CheckDestination
http://a-tower.ocal/job/RemediateJob/3:
ServiceNow

123321

22
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Smart auto-remediation workflow
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Code / Config Change m Production Issue

Thread
#backend-one
Davis Dev 4% Today ot @ #e T
U An increase in failure rate on Frontend was detected by
Dynatrace. (updated Today 10:33 PM)
616: Increase in Failure Rate @

e®e > Start Time Affected Services
Y @ Today at 10:21 PM Backend_one
‘ Frontend
Ticket Assigned To
DAV-1684 Mike
Incident Notification Falure Rate Afected Reauests per
100% Minute
61
| Root Cause
now N(‘\ x| Backend_one
- Increase in Failure Rate
Add Comment

0

m Incident Response

>

m Incident Resolved

Trigger Specific Remediation Action

ANSIBLE
assigned to Dan.
23
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Smart auto-remediation workflow

m Code / Config Change m Production Issue

m Incident Response

o>
m Incident Resolved

www.easytravelb2b.com: User action duration degradation
Problem 197 detected at 07:57 (open for 12 minutes).
This problem affects real users.

A

Business impact analysis Root cause

An analysis of all affected service calls and impacted real users during the first 10 minutes of the problem shows the
following potential impact.

B oo : s,
E Services 13 105
87,837,750

Based on our dependency analysis all incidents have the same root cause.

PN T4k

CheckDestination

Service Instance

2 B Al :

. H

H v Show more H 1 Deployment
H : CheckDesti

A H

o ) H Entity
=1impacted application H Time

=128 User actions per minute impacted H Approver

- H Build Number
L -

L www.easytravelb2b.com H o

- Application : Git commit

o H Owner

= 3¢ w0 i Ation SogMMAiS M N RN EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES Project

The current response time (2515) exceeds the auto-detected baseline (168 ) by 1,395 % Remediation

Affected user actions User action Source

R2a/qio il

Version

CheckDestination

today, 09:00 - 09:00 (-)

Alice McBright (alice.mcbright@easytravel.com)
1.223.23432

8/artifact/build/Deployment-v1.23.32

esasbaac7eb

job/Deploy)

2ip

Jason Miller (jason.miller@easytravel.com)
CheckDestination

http://a-tower.ocal/job/RemediateJob/38:
ServiceNow

1.23.321
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keptn.sh: OpenSource Framework for Unbreakable Pipeline & more

Core capabilities

% keptn

Enterprise-grade framework for shipping and E Automated multistage unbreakable delivery pipelines
running cloud-native applications

Deployable on any Kubernetes cluster, keptn converts ;; Self-hea“ng b|ue/green dep|oyments
any Kubernetes cluster into a self-healing, autonomous
cloud fabric. \

/{ Event-driven runbook automation

Design Principles

® GitOps-based collaboration Built on and for Kubernetes

@ Event-driven and serverless

Monitoring and operations as code ‘\'g Pluggable tooling

O Operator patterns for all logic components

25
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